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Abstract: Data Mining is used comprehensively in many sectors today. The successful application of data 

mining algorithms can be seen in marketing, retail, and other sectors of the industry. The aim of this paper is to 

present the readers with the various data mining algorithms which have wide applications. This paper focuses 

on six data mining algorithms K-NN, Naïve Bayes Classifier, Decision tree, C4.5, ANN and ID3. An attempt has 

been made to do a comparative study on these six algorithms on the basis of theory, its advantages and 

disadvantages, and its applications. After studying all these algorithms in detail, we came to a conclusion that 

the accuracy of these techniques depend on various characteristics such as: type of problem, dataset and 

performance matrix. 
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I. Introduction 
Data mining is a process of exploring huge data, typically business related data which is also called as 

big data. This process is performed to find hidden patterns and relationship present in the data. The overall 

objective of the data mining process is to extract information from a large data set and transform it into a 

comprehensible structure for further use. Generally, the tasks of data mining are two types:
 

1) Descriptive data mining 

2) Predictive data mining 

 

The process of data mining consists of two stages: 

1) Exploration Stage: This stage consists of pre-processing data, i.e., before applying  

data mining algorithms on the data, the data sets must be assembled from all disparate sources. In other words 

the data must be extracted from all sources such that the disparity is eliminated. A common source of such 

data is a data warehouse of a company, hospital, retail chain etc. In this stage the data is cleansed and 

transformed so that the noise and missing values are dealt with. 

2) Data mining Stage: This stage takes place  

     after performing exploration. 

 Class description: Class description provides a concise summarization of data. This is also called as 

characterization of data. 

 Association: Association is discovery of dependencies or correlations in the data sets. An association rule 

expressed as X=>Y means that, database tuples that satisfy X are likely to satisfy Y 

 Classification: Classification analyses a set of training data and based on the features of the training data the 

classification rules are generated and models are constructed which can be used in future for testing data 

 Clustering: Clustering analysis is grouping the similar data in the data sets. Similarity can be expressed in 

terms of distance functions. 

 

 This paper we will focus mainly on commonly used mining algorithms such as: 

1) k-NN (k-Nearest Neighbours): KNN is a simple classification and regression algorithm. 

2) Naïve Bayes classifier: Naïve Bayes classifier is a supervised learning algorithm which is used for data 

classification using statistical method. 

3) Decision trees: Decision trees are powerful and popular tools for classification and prediction. 

4) C4.5: C4.5 is an algorithm that was developed by Ross Quinlan. This algorithm generates Decision trees 

which can further be used for problems related to classification. 

5) ANN Algorithm: Artificial neural networks (ANNs) are types of computer architecture inspired by 

biological neural networks (Nervous systems of the brain) and are used to approximate functions that can 

depend on a large number of inputs and are generally unknown. 

6) ID3 Algorithm: Id3 calculation starts with the original set as the root hub. 
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II. Data Mining Algorithms 
2.1 k-NN (k-Nearest Neighbors) 

KNN is a simple classification and regression algorithm that stores all the available cases and classifies 

new incoming cases based on a certain similarity measure. Conceptually, KNN is a simple algorithm; however it 

is still able to solve complex problems. k-NN algorithm is a type of instance-based learning or lazy learning, 

wherein the function is approximated only locally. All computation is ceased until classification. 

In the classification phase, the user-defined constant is k, and an unlabeled vector is classified by 

assigning the label which is most frequent among the k training samples nearest to that query point. A distance 

metric used for continuous variables is Euclidean distance. 

Advantages 

 

1) K-NN methods have a simplicity and lack of parametric assumptions. 

2) In the presence of a large enough training set, these methods perform shockingly well, especially in cases 

when each class is branded by multiple Combinations of predictor values. For instance, in real estate 

databases there are likely to be multiple combinations of {home type, asking price, number of rooms, 

neighborhood, etc.} that characterize homes that sell quickly against those that remain unsold for a long 

period in the market. 

3) It is robust with regards to the search space. 

4) Classes need not be linearly separable. 

5) Classifier can be updated online and that to at very little cost given the fact that new instances with known 

classes are presented. 

6) There are only a handful of parameters to tune: distance metric and k. 

7) Zero cost of the learning process. 

8) Local approximation can help learn complex concepts by using simple procedures. 

 

Disadvantages 

1) Although no time is required to estimate parameters from the training data, the time to find the nearest 

neighbors in a large training set can be prohibitive. 

2) Expensive testing of each instance, as we need to compute its distance to all known instances. Specialized 

algorithms and heuristics exist for specific problems and distance functions, which can mitigate this issue. 

This is problematic for datasets with a large number of attributes. 

3) Sensitiveness to noisy or irrelevant attributes, which can result in less meaningful distance numbers. 

Scaling and/or feature selection are typically used in combination with KNN to mitigate this issue. 

4) Performance depends on the number of dimensions that we have. 

 

Applications 

1) Classification and Interpretation in the fields of banking, legal, medical, news, etc. 

2) Problem-solving in pronunciation, planning etc. 

3) Function learning in dynamic control. 

4) Classification of program as intrusive or normal. 

5) Efficient statistical classification of satellite measurements. 

6) Melting point prediction. 

7) Optical character recognition. 

 

2.2 Naïve Bayes Classifier 

Naïve Bayes classifier is a supervised learning algorithm which is used for data classification using 

statistical method. It is a probabilistic classifier that helps to classify the given input over a set of classes using 

probability distribution. This method goes by the name Naïve because it naively assumes independence of the 

attributes given the class. Classification is then completed by applying Bayes rule to work out the probability of 

the correct class given the particular attributes of a scenario. The following equation (1) is used in Naïve Bayes 

classifier: 

 

P(C | F1.....Fn ) 

 

P(F1.....Fn  | C) * 

P(C)  

(1) 

P(F1 .....Fn )    

Where, C: No. of classes, -   : Evidence.  

http://en.wikipedia.org/wiki/Instance-based_learning
http://en.wikipedia.org/wiki/Lazy_learning
http://en.wikipedia.org/wiki/Lazy_learning
http://en.wikipedia.org/wiki/Lazy_learning
http://en.wikipedia.org/wiki/Continuous_variable
http://en.wikipedia.org/wiki/Euclidean_distance
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Equation (1) can also be written as:  

Posterior Probability     

 

Prior Probability * Likelihood (2) 

Evidence 

    

     

 

For example, consider following equation for Credit Card Fraud detection: 

 

P(Fraud | Evidences)  

 

P(Evidences| Fraud ) * 

P(Fraud ) (3) 

P(Evidences) 

 

  

 

The terms used in Naïve Bayes Classifier are as follows: 

Posterior Probability: In Bayesian statistics, the posterior probability of a random event or an uncertain 

proposition is the conditional probability that is assigned after the relevant evidence is taken into account. In 

equation (3), P (Fraud | Evidences) is the posterior probability; the probability of the hypothesis (the transaction 

being fraudulent) after considering the effect of the evidences (the attribute values based on training examples). 

Prior Probability: In Bayesian statistical inference, a prior probability distribution, often called simply  

the prior, of an uncertain quantity p is the probability distribution that would express one's uncertainty about p 

before some evidence is taken into account. In equation (3), P (fraud) is the prior probability; the probability of 

the hypothesis given only past experiences while ignoring any of the attribute values. 

Maximum Likelihood: Maximum likelihood is a technique used to estimate the parameter that can be 

used in Naïve Bayes classifier. This method selects a parameter that will maximize the likelihood function. In 

equation (3), P (Evidences | Fraud) is called the likelihood. 

 

Advantages 

1) This algorithm is simple to implement. 

2) It has great computational efficiency and classification performance. 

3) The amount of data required for this supervised learning algorithm is less, whereas other sophisticated 

algorithms require huge amount of data for learning process. 

4) It gives accurate results for most of the classification and prediction problems. 

 

Disadvantages 

1) Any classification algorithm requires large amount of data for better accuracy. Same is the case with Naïve 

Bayes classifier in which, the precision of algorithm decreases if the amount of data is less. 

2) If there is no occurrence of the class label and attribute value, then this algorithm will consider the 

probability of that attribute to be zero. This problem is called as the ‘Zero Problem’. 

 

Applications 

1) It can be used in Credit Card Fraud detection, Heart Disease prediction, predicting the Sex of an individual, 

rain prediction etc. 

2) It can also be used for spam filtering. 

3) Additionally, network intrusion detection is supported by this algorithm. 

 

2.3 Decision Tree 

Decision trees are powerful and popular tools for classification and prediction. The attractiveness of 

this algorithm is due to the fact that, decision trees represent only rules, in contrast to neural networks. The rules 

can be readily expressed so that humans can understand them or even directly use them in database access 

language like SQL so that records falling into a particular category may be retrieved. A decision tree allows the 

calculation of forward and backward and because of that correct decision will be made automatically. Decision 

tree is a classifier in the form of tree structure where each node is either: 

1) Leaf node: Indicates the value of the target attribute 

2) Decision node: Specifies some test to be carried out on a single attribute-value with one branch and sub-

tree for each possible outcome of the test. 

 

http://en.wikipedia.org/wiki/Bayesian_statistics
http://en.wikipedia.org/wiki/Random_event
http://en.wikipedia.org/wiki/Conditional_probability
http://en.wikipedia.org/wiki/Scientific_evidence
http://en.wikipedia.org/wiki/Bayesian_probability
http://en.wikipedia.org/wiki/Bayesian_probability
http://en.wikipedia.org/wiki/Bayesian_probability
http://en.wikipedia.org/wiki/Probability_distribution
http://en.wikipedia.org/wiki/Probability_distribution
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Representation 

Example: Decision tree representation for weekend plans. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.1 Decision Tree 

 

Representation Logical representation: 

For shopping: (Parents Visiting=No Λ Weather=Windy Λ Money=Rich) 

Similarly we can deduce logical representation for other results. 

If –then Rules: 

If Parents Visiting=Yes THEN go to Cinema. 

If Parents Visiting=No Λ Weather=Sunny THEN Play tennis. 

This way we can represent a decision tree with If-then rules. 

 

Advantages 

1) The rules generated by a decision tree are easy for the humans to understand. 

2) Less computation is required for classification in decision trees. 

3) Decision trees are not affected continuous variables, noisy data and outliers. 

4) Decision trees provide a clear suggestion of which fields are most critical for classification or prediction. 

5) They are fast and scalable. 

 

Disadvantages 

1) Performs poorly with many class and small data. 

2) Computationally expensive to train. 

3) It does not function well with categorical variables having multiple levels. 

4) Over fitting: Too many branches may result in poor accuracy (Pre-Pruning and Post-Pruning can be used 

to handle this type of problem). 

 

Applications 

1) Decision trees are commonly used decision analysis, which helps to reach a target by identifying a strategy. 

2) It is used for calculating conditional probabilities. 

3) They are used in health care systems. 

4) Strategic Business decision making is possible with help of decision trees. 

5) They are also used in the field of finance and philosophy. 

 

2.4 C-4.5 

C4.5 is an algorithm that was developed by Ross Quinlan. This algorithm generates Decision trees 

which can further be used for problems related to classification. C4.5 algorithm further make changes into the 

previous ID3 algorithm and deals with both discrete and continuous attributes, pruning trees after construction 

and also missing values. C4.5 is also known to as a statistical classifier. C4.5 algorithm was made further more 

memory efficient by creating its successor which is called C5.0. C5.0 is used to make even smaller decision 

trees. 

C4.5 algorithm makes use of information gain as splitting criteria. It has the provision to accept values 

that have numerical or categorical values. To deal with the continuous values, it generates a threshold and 

divides the attributes that have values above the threshold values or equal to threshold values or below the 

threshold. Missing values can be easily handled by C4.5 algorithm because of the fact that missing attribute 

values do not come in use in the gain calculations by C4.5. 
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There are a few base cases that this algorithm must hold: 

1) The samples in the list must all belong to the same class. At the time when this happens, simply a leaf node 

is created for decision tree saying to choose that particular class. 

2) If information gain is not provided by any of the classes then, in that case, C4.5 creates a decision node 

higher up the tree by making use of the expected value of the class. 

3) If an instance of a previously-unseen class has been encountered, C4.5 again creates a decision node 

which is higher up the tree by making use of the expected value. 

 

Advantages 

1) It builds models that can be interpreted easily. 

2) It is easy to implement. 

3) Can make use of both categorical and continuous values. 

4) It can handle noisy data. 

 

Disadvantages 

1) Even a small change in data can cause different decision trees to be built. This happens more in the case 

where the variables are very close to each other in value. 

2) In case of a small training set, the C4.5 algorithm does not work very well(less accurate/efficient). 

 

Applications 

1) Financial distress prediction model. 

2) Screening of patients. 

3) Web-Based Learning Assessment System. 

 

2.5 ANN Algorithm 

Artificial neural networks (ANNs) are types of computer architecture inspired by biological neural 

networks (Nervous systems of the brain) and are used to approximate functions that can depend on a large 

number of inputs and are generally unknown. 

An artificial neural network operates by creating connections between many different processing 

elements each corresponding to a single neuron in a biological brain. These neurons may be actually constructed 

or simulated by a digital computer system. Each neuron takes many input signals then based on an internal 

weighting produces a single output signal that is sent as input to another neuron. The neurons are strongly 

interconnected and organized into different layers. The input layer receives the input and the output layer 

produces the final output. In general one or more hidden layers are sandwiched in between the two. This 

structure makes it impossible to forecast or know the exact flow of data. 

 

Advantages 

1) ANN have the ability to learn and model non- linear and complex relationships which is really important 

because in real–life, many of the relationships between input and output are non-linear as well as complex. 

2) ANN can generalize – after learning from the initial inputs and their relationships, it can infer unseen 

relationships on unseen data as well, thus making the model generalizes and predict on unseen data. 

3) Unlike many other prediction techniques, ANN does not impose any restriction on the input variables (like 

how they should be distributed ).Additionally many studies have shown that ANNs can better model data 

with high volatility and hidden relationships in the data without  imposing any fixed relationships in the 

data. 

 

Disadvantages 

1) Forgets 

2) Not exact 

3) Large Complexity of the network structure. 

 

Applications 

1) Image processing and character recognition. 

2) Forecasting. 

 

2.6 ID3 Algorithm 

Id3 calculation starts with the original set as the root hub. On every cycle of the algorithm it 

emphasizes through every unused attribute of the set and figures the entropy (or data pick up IG(A)) of that 

http://ieeexplore.ieee.org/xpl/articleDetails.jsp?tp=&arnumber=6011460&queryText%3DApplication+of+C4.5+Algorithm
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attribute. At that point chooses the attribute which has the smallest entropy (or biggest data gain) value. The set 

is S then split by the selected attribute (e.g. marks < 50, marks < 100, marks >= 100) to produce subsets of the 

information. The algorithm proceeds to recurse on each and every item in subset and considering only items 

never selected before.  

 

Working steps of algorithm is as follows, 

Calculate the entropy for each attribute using the data set S. 

Split the set S into subsets using the attribute for which entropy is minimum (or, equivalently, information gain 

is maximum) 

Construct a decision tree node containing that attribute in a dataset. Recurse on each member of subsets using 

remaining attributes. 

 

Advantages 

1) Understandable prediction rules are created from the training data. 

2) Builds the faster tree. 

3) Builds a short tree. 

4) Only need to test enough attributes until all data is classified. 

5) Finding leaf nodes enables test data to be pruned, reducing number of tests. 

6) Whole datasets is searched to create tree. 

 

Disadvantages 

1) Data may be over-fitted or over – classified, if a small sample is tested. 

2) Only one attribute at a time is tested for making a decision. 

3) Classifying continuous data may be computationally expensive, as many trees must be generated to see 

where to break the continuum. 

 

III. Conclusion 
It has been found that the algorithm which performs the best depends on the type of problem that is 

being considered, the performance matrix used and the dataset characteristics. For instance, Naïve Bayes 

performs better in medical domains whereas the decision tree algorithms tend to perform better in sequential 

domains. So the performance of an algorithm varies from domain to domain. The algorithms discussed in this 

review literature include C4.5, KNN, Naïve Bayes, Decision tree, ANN and ID3. The Naïve Bayes model is 

simple, elegant and extremely robust making it way more appealing. It is also one of the oldest classification 

algorithms which in-spite of being simple provides effective results. KNN, on the other hand is an easily 

understood and easily implemented classification technique. C4.5 algorithm is also used in classification 

problems where it is used to build decision trees. C4.5 deals with both numeric attributes as well as missing 

values, making it suitable for dealing with real life problems. Thus, all the algorithms are used effectively in 

various domains to overcome real world difficulties making data mining a boon for people living in an era of 

technology.  
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